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Abstract

State-of-the-art personal robots need to perform complex ma-
nipulation tasks to be viable in assistive scenarios. However,
many of these robots, like the PR2, use manipulators with
high degrees-of-freedom, and the problem is made worse in
bimanual manipulation tasks. The complexity of these robots
lead to large dimensional state spaces, which are difficult to
learn in. We reduce the state space by using demonstrations
to discover a representative low-dimensional hyperplane in
which to learn. This allows the agent to converge quickly
to a good policy. We call this Dimensionality Reduced Re-
inforcement Learning (DRRL). However, when performing
dimensionality reduction, not all dimensions can be fully
represented. We extend this work by first learning in a sin-
gle dimension, and then transferring that knowledge to a
higher-dimensional hyperplane. By using our Iterative DRRL
(IDRRL) framework with an existing learning algorithm, the
agent converges quickly to a better policy by iterating to in-
creasingly higher dimensions. IDRRL is robust to demonstra-
tion quality and can learn efficiently using few demonstra-
tions. We show that adding IDRRL to the Q-Learning algo-
rithm leads to faster learning on a set of mountain car tasks
and the robot swimmers problem.

1 Introduction
Our ultimate goal is to deploy personal robots into the world,
and have members of the general public retask them with-
out having to resort to explicitly programming them. Learn-
ing from demonstration (LfD) methods learns a policy using
examples or demonstrations given by a human to speed up
learning a custom task (Argall et al. 2009). However, these
demonstrations must be consistent and accurately represent
solving the task. These methods also solve for a specific
complex task, rather than solve for general control (Argall
et al. 2009). In this paper we present an approach to directly
address the problem of learning good policies with RL in
high-dimensional state spaces.

The first step in our research goals is to develop an ef-
ficient method for teaching the robot. Reinforcement learn-
ing is an ideal approach in our application. It can be used
to teach a robot new skills that the human teacher can-
not demonstrate, find novel ways to reach human-defined
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goals, and can be used to find solutions to difficult prob-
lems with no analytic formulation (Kormushev, Calinon,
and Caldwell 2013). However, reinforcement learning does
not scale well, and real-world robotics problems are high-
dimensional (Kober and Peters 2012). Learning in high-
dimensional spaces not only significantly increases the time
and memory requirements of many algorithms, but also de-
generates performance due to the curse of dimensionality
(Kaelbling, Littman, and Moore 1996). Personal robots need
to perform complex manipulation tasks to be viable in many
scenarios. Complex manipulations require high degree-of-
freedom arms and manipulators. For example, the PR2 robot
has two 7 degree-of-freedom arms. When learning position
and velocity control, this leads to a 14 dimensional state
space per arm.

In this work, we focus on the core problem of high-
dimensional state spaces. We introduce two algorithms
Dimensionality Reduced Reinforcement Learning (DRRL)
and Iterative DRRL. In DRRL we use demonstrations to
compute a projection to a low-dimensional hyperplane. In
each learning iteration, we project the current state onto
this hyperplane, compute and execute an action, project the
new state onto the hyperplane, and perform a reinforcement
learning update. This general approach has been shown to
reduce the exploration needed and accelerates the learning
rate of reinforcement learning algorithms (Bitzer, Howard,
and Vijayakumar 2010; Colome et al. 2014).

The robot can learn more quickly in the low-dimensional
hyperplane. However, this leads to a critical trade-off. By
projecting onto a low-dimensional hyperplane, we are dis-
carding potentially important data. By adding DRRL to an
existing algorithm, we show that the robot can quickly con-
verge to a good policy much faster. However, since DRRL
does not represent all dimensions, it could converge to a poor
policy.

In many learning domains, poor policies are undesirable.
In robotics in particular, bad controllers can damage the
robot. We propose a novel framework, IDRRL, combining
learning from demonstration techniques, dimensionality re-
duction, and transfer learning. Instead of learning entirely
in one hyperplane, we iteratively learn in all hyperplanes by
using transfer learning. The robot can quickly learn in a low-
dimensional space d, and transfer that knowledge from d di-
mensions to the d + 1 dimensional space using the known



mapping between the spaces.
Our novel approach is a framework to improve other

learning algorithms when working in high-dimensional
spaces. It combines the speed of low-dimensional learning
and the expressiveness of the full state space. We show in a
set of mountain car tasks and the robot swimmers problem
that reinforcement learning algorithms modified with DRRL
or IDRRL can converge quickly to a better policy than learn-
ing entirely in the full dimensional space.

2 Background
To motivate our approach, we outline previous work per-
formed in the field of reinforcement learning, dimensionality
reduction, transfer learning, and learning from demonstra-
tion.

2.1 Reinforcement Learning
In our reinforcement learning (RL) approach, we use the
standard formulation of MDPs (Kaelbling, Littman, and
Moore 1996). An MDP is a 4-tuple 〈S,A, T,R〉, where S
is a set of states, A is a set of actions, T is a probabilis-
tic state transition function T (s, a, s′), and R is the reward
function R(s, a).

In this work, we use function approximation for general-
ization. CMACs (Albus 1981) partition a state space into a
set of overlapping tiles, and maintain the weights (θ) of each
tile. The accuracy of the generalization is improved as the
number of tilings (n) increases. Each tile has an associated
binary value (φ) to indicate whether that tile is present in the
current state.

The estimate of the value function is:

Qt(s, a) =

n∑
i

θ(i)φ(i) (1)

where Qt(s, a) is the estimated value function, θ is the
weight vector and φ is a component vector. Given a learn-
ing example, we adjust the weights of the involved tiles by
the same amount to reduce the error. We use standard model-
free Q-Learning to update our function approximation:

Qt+1(st, at) =Qt(st, at) + α(Rt+1(st, at) (2)
+ γmax

a
Qt(st+1, a)−Qt(st, at))

where α is the learning rate, and γ is a discount factor be-
tween 0 and 1 that represents the importance of future re-
wards.

A significant amount of research in RL focuses on in-
creasing the speed of learning by taking advantage of do-
main knowledge. Some techniques include agent partition-
ing, which focuses mainly on how to divide the problem
by the state space, actions, or goals (Curran, Agogino, and
Tumer 2013; Jordan and Jacobs 1993; Reddy and Tade-
palli 1997); generalizing over the state space with techniques
such as tile coding (Whiteson, Taylor, and Stone 2007), neu-
ral networks (Haykin 1998), or k-nearest neighbors (Mar-
tin H., de Lope, and Maravall 2009); and learning with tem-
porally defined actions, such as options (Sutton, Precup, and
Singh 1999). Our framework is designed to be used with
these approaches. In this paper, we use the title coding gen-
eralization.

2.2 Dimensionality Reduction for Learning
Previous work in dimensionality reduction focuses on re-
ducing the space for classification or function approxima-
tion. Principal Component Analysis (PCA) (Jolliffe 2002)
is effective in many machine learning and data mining ap-
plications at extracting features from large data sets (Pech-
enizkiy, Puuronen, and Tsymbal 2003; Turk and Pentland
1991). Feature selection, which aims at reducing the dimen-
sionality by selecting a subset of most relevant features, has
also been proven to be an effective and efficient way to han-
dle high-dimensional data (Cobo et al. 2011).

In our work, we use PCA to discover the low-dimensional
representation of the state space during learning. It does this
by computing a transform to convert correlated data to lin-
early uncorrelated data. This transformation ensures that the
first principal component captures the largest possible vari-
ance. Each additional component captures the largest possi-
ble variance uncorrelated with all previous components. Es-
sentially, PCA represents as much of the demonstrated state
space as possible in a lower dimension.

Rather than transferring knowledge from a simple repre-
sentation to a complex one, Taylor, Kulis, and Sha (2011)
learn directly which states are irrelevant. They collect data
while the agent explores the environment, calculate a state
similarity metric, and ignore state variables that do not add
additional information and scale those that do. Similarly,
Thomas et al. (2011) use demonstrations to develop a subset
of features from the original space. The learning algorithm
then used this subspace to predict the action that a human
expert would take. Both approaches find state variables to
ignore or emphasize. This works well if there are unimpor-
tant state variables, but would have issues where there are in-
frequent or non-demonstrated state variables with critically
important data. In our IDRRL framework, we iteratively add
additional state information until it learns in the full state
space, essentially combining the speed of low-dimensional
learning and the expressiveness of the full state space.

Similar to our approach, Colomé et al. (2014) apply
dimensionality reduction techniques to exploit underlying
manifolds in the state space. They learn probabilistic motor
primitives in a low-dimensional space discovered by proba-
bilistic dimensionality reduction. Bitzer et al. (2010) also ap-
plies dimensionality reduction to solve reinforcement learn-
ing planning problems in a reduced space that automatically
satisfies their task constraints. Although these approaches
greatly accelerate learning, they learn entirely in the low-
dimensional space and could discard potentially important
data.

2.3 Transfer Learning
The core idea of transfer learning is that experience gained
in learning to perform one task can help improve learning
performance in a related, but different, task. If the relation-
ship between the first (source) task and the second (target)
task is not trivial, there must be a mapping between the two
tasks so that a learner can apply the older knowledge to the
new task (Taylor and Stone 2009). An inter-task mapping is
a general structure that defines how two tasks are related.



The mappings χS and χA are defined as a mapping between
state variables and actions in two tasks, respectively.

In this work, we transfer from a low-dimensional repre-
sentation to a higher-dimensional representation. Therefore,
the states between representations are not the same. Addi-
tionally, the number of state variables we represent change
as we change the number of dimensions in the problem.
To perform the state projection, we compute a mapping us-
ing dimensionality reduction. This mapping is χS , which is
what we use during transfer. Our action representation re-
mains the same, and therefore we do not need to compute
χA.

2.4 Learning from Demonstration
Learning a policy using traditional reinforcement learning
is difficult in real-world applications. Initializing, or boot-
strapping, the policy close to the desired robot behavior
makes finding an optimal or near-optimal solution easier.
LfD learns a policy using examples or demonstrations pro-
vided by a human. These examples are typically state-action
pairs that are recorded during the teacher’s demonstration.
These state-action samples are used to initialize a policy that
can then either be directly utilized, or improved using rein-
forcement learning (Argall et al. 2009).

There are a variety of techniques that LfD algorithms use
when deriving a policy. The demonstrated data can be used
to initialize a policy (Peters and Schaal 2006), develop a re-
ward function (Thomaz and Breazeal 2006), or build a state
transition function (Argall et al. 2009). Our approach takes
the demonstrated data and uses it to discover a representa-
tive lower-dimensional hyperplane using dimensionality re-
duction.

3 Dimensionality Reduced Reinforcement
Learning (DRRL)

To learn in high-dimensional state spaces, our algorithm first
computes a mapping between the high-dimensional space
and a lower-dimensional space. To perform this computa-
tion, we need trajectories across a representative set of the
agent’s state space. We can then use any dimensionality re-
duction technique to learn the transform. In this work, we
use PCA. Note that we use PCA due to its popularity and
ease of access. DRRL and IDRRL can use alternative di-
mensionality reduction techniques.

First, we project the state down onto a low-dimensional
hyperplane. We then compute the action using the chosen
RL algorithm, and execute that action in simulation. The
simulation calculates the new state given the executed ac-
tion, which we then project that state down to the same
lower-dimensional space. We can then perform a learning
update.

By learning in a smaller space, reinforcement learning
algorithms should converge faster. However, in most cases
one principal component cannot represent all of the variance
in all of the demonstrations. Therefore, even given infinite
time, the converged learning performance in a non-trivial
case will always be strictly worse than learning in the full
space. This leads to a critical trade-off. By projecting onto a

low-dimensional hyperplane, we are throwing out low vari-
ance, yet possibly critically important data. However, we ex-
perimentally validate that with our DRRL framework, learn-
ing can still converge to a good policy much faster than the
reinforcement learning algorithm alone.

3.1 Iterative DRRL (IDRRL)
The key aspect of performing iterative learning is transfer-
ring what was learned in the low-dimensional space to the
high-dimensional space. To do this, we borrow from the field
of transfer learning. In this work, we want to transfer all of
the knowledge from the source to the target task. Addition-
ally, the mapping from the source to the target task (χS(s)) is
given by the dimensionality reduction mapping. This eases
the transfer problem greatly. We only need to choose when
to transfer. If we transfer too early, the value function in the
source domain is far from optimal. This bad knowledge can
be spread throughout the value function in the target task.

To choose when to transfer, we borrow from the definition
of convergence in Policy Iteration (Sutton and Barto 1998).
In Policy Iteration, the value function is updated at each iter-
ation until the policy does not change between updates. We
make this policy comparison and ensure that the most re-
cently executed policy is at least 95% converged (unchanged
before and after an update) before transferring to the higher
space.

Since IDRRL is a general framework, we can use any
transfer learning approach within the constraints of the
learning algorithm. We use Q-Value Reuse (Taylor, White-
son, and Stone 2007). Q-Value Reuse is a simple technique
applicable when the source and target task both use TD
learning, as in our case. In Q-Value Reuse, a copy of the
source task’s value function is retained and used to calculate
the target task’s Q-Value. This computed Q-Value is a com-
bination of the source task’s saved value function and the
target task’s value function:

Q(s, a) = Qsource(χS(s), a) +Qtarget(s, a) (3)
where χS is the transfer function between the source and
target tasks’ states and actions. This transfer function is the
PCA projection. We then compute the Q-Learning update
step as normal, but only the target’s value function is up-
dated.

3.2 Convergence Guarantees
Q-Value Reuse can be seen as a heuristic for action-value
initialization. Strehl, Li, and Littman (Strehl, Li, and Littman
2009) demonstrated that if the action-values are admissi-
ble, then this initialization can decrease the sample com-
plexity while maintaining PAC-MDP (i.e. bounded conver-
gence) guarantees. Admissible heuristics provide valuable
prior knowledge to PAC-MDP RL algorithms, but the spec-
ified prior knowledge does not need to be exact. An initial-
ization heuristic (H) is said to be admissible if:

V ∗(s) ≤ Q∗(s, a) ≤ H∗(s, a) ≤ Rmax
1− γ

(4)

where V ∗(s) is the optimal value function, Q∗(s, a) is the
optimal action-value function, H∗(s, a) is the initialization
heuristic, and Rmax

1−γ is the maximum possible value.



Mann and Choe (Mann and Choe 2012) extend PAC-MDP
theory to intertask transfer learning. They introduce the con-
cept of weakly admissible heuristics and show that they can
still maintain PAC-MDP guarantees. To be weakly admissi-
ble, a heuristic needs to be admissible for only one action in
each state. They combine weakly admissible heuristics and
intertask mappings and prove they are also PAC-MDP if for
each state s there is an action ã such that:

V ∗trg(s)− α ≤ Q∗trg(s, ã) ≤ Q∗src(χS(s), χA(ã)) (5)

where α is the smallest non-negative value satisfying this
inequality.

Q-Learning does not provide PAC-MDP bounds. How-
ever, we still enforce an admissible heuristic to make use
of the optimism in the face of uncertainty bias (Brafman
and Tennenholtz 2003). This bias has been shown to re-
duce the chance of converging to a locally optimal pol-
icy. As it stands, Q-Value Reuse is not admissible. It is
guaranteed to be less than Rmax

1−γ , but is not greater than
Q∗(s, a). We remove this issue by simply adding Rmax to
each Qsource(χS(s), a) function.

Although this paper uses Q-learning, we remind the
reader that IDRRL is a general framework. Thus, this proof
is relevant when IDRRL is combined with PAC-MDP algo-
rithms like R-Max (Jong and Stone 2007).

4 Experimental Setup
In our experiments, we combine both DRRL and IDRRL
with Q-Learning (Sutton and Barto 1998). We show that
DRRL combined with Q-Learning converges quickly, but
could converge to a locally optimal solution due to the less
informative state representation. Alternatively, we also show
IDRRL with Q-Learning converges quickly without reduc-
ing performance. We also show that our IDRRL framework
scales well with the size of the state and action space.

4.1 Mountain Car
To test the efficacy of DRRL, we first consider the Mountain
Car 3D domain. Mountain Car is a standard reinforcement
learning domain (Dutech et al. 2005). In this problem an un-
derpowered car must drive up a steep hill. The problem is
engineered such that the car cannot overcome the effects of
gravity, and cannot simply drive up the hill. Since the car
starts in a valley, the agent must learn to build up enough in-
ertia by driving partially up the opposite hill before it is able
to make it to the goal.

In 2D Mountain Car, there are two states defined as
the continuous position (−1.2 ≤ x ≤ 0.6) and velocity
(−.007 ≤ v ≤ .007) of the car. There are three actions: Ac-
celerate left, accelerate right, and neutral. The starting state
is a random position at a random velocity. Lastly, the reward
is -1 at each time step, and 100 at the goal. The 3D and
4D variant of Mountain Car are similar. There are two new
states (position and velocity) and two new actions (acceler-
ate/decelerate in that direction) in the 3D variant and four
new states and actions in the 4D variant. Note that the 4D
variant is not physically possible and is used to show DRRL
and IDRRL scaling to a more high-dimensional state space.

4.2 Swimmers
The Swimmers domain (Coulom 2002) is a more complex
system than Mountain Car. It includes complex physics with
a large state and action space. In the Swimmers domain,
there is a simple swimmer (Figure 1) connected by joints
that moves in a two dimensional pool. The action space is a
torque applied at each joint. The goal of the Swimmers do-
main is to swim as fast as possible to the right, by using the
friction of the water.

We define the state of the swimmer as the angular posi-
tion and velocity at each joint. Therefore a n-link swimmer
has 2n states. The action space consists of the n − 1 con-
trol torques at each joint. At each control step the learner
chooses between a −3Nm, 0Nm or 3Nm torque, making
3(n−1) actions. We reward the swimmer for moving as fast
as possible to the right (∆x). In this work we use a 3-link
and 6-link swimmer.

To move the swimmer, the reinforcement learner must
learn to control an n-link object using the torques at each
joint. It must learn to leverage the viscous friction and learn
the nonlinear dynamics of the system. This is reminiscent of
robot arms. The state and action spaces are identical and in-
volve passive dynamics acting on the agent. In future work
we intend to apply the IDRRL framework to learning the
control of a robot arm.

Figure 1: N-link swimmer. The swimmer must learn to lever-
age the viscous friction of the water to swim.

5 Results and Analysis
We applied DRRL and IDRRL with Q-Learning to three do-
mains: Mountain Car 3D, Mountain Car 4D and Swimmers.
For each experiment we use the following parameter settings
for 20 statistical runs: α = 0.1 and γ = 0.99. Error bars are
shown in each graph and represent error in the mean. If an
error bar is not visible, the error was negligible.

5.1 Mountain Car
In our formulation of Mountain Car we used 16 tiles and a
10n tiling, where n is the number of state variables. There
are 4 state variables and 5 actions in the 3D variant, and 6
state variables and 7 actions in the 4D variant. We first learn
using good demonstrations and single dimensions to test the
efficacy of DRRL. We also show that if the hyperplane does
not represent enough variance in the data, the learning algo-
rithm will converge to a poor policy. We then demonstrate
that this issue is alleviated by IDRRL. Lastly, we test the ro-
bustness of the demonstrations with respect to quality and
performance. We then use the Mountain Car 4D domain to



show scalability. To gather the demonstrations we learned
good and bad policies with Q-Learning and computed ran-
dom policies. We define good and bad policies by the re-
ward they received during learning. Good demonstrations
reached the goal within 300 time steps, and bad demonstra-
tions within 500–1000 steps. Bad demonstrations reached
the goal state, just less efficiently.

In 3D and 4D Mountain Car there was no single state
variable more important than all other state variables. Our
PCA analysis showed that the first two principal compo-
nents weighed all of the state variables equally, independent
of demonstration quality. Since the demonstrations explored
much of the configuration space of the agent, this showed
us which states were important to the agents general move-
ment.

Learning in only one d-dimensional hyperplane con-
verged faster than learning in the full state space (Figure
2). DRRL converged to the optimal solution using only 2 or
3 dimensional hyperplane, rather than the full dimensional
space of 4. This tells us that the Mountain Car domain is
simple enough to be learned in a 2 dimensional space. It
also converged very quickly to a poor solution in a 1 dimen-
sional hyperplane. However, by using only a single dimen-
sion, DRRL does not have a rich enough state space to learn
optimally.

Figure 2: We compare Q-Learning to Q-Learning when
combined with DRRL using good quality demonstrations.
Q-Learning combined with DRRL converged faster to an op-
timal solution when learning in the 2 and 3 dimensional hy-
perplanes. The single dimensional hyperplane did not con-
tain enough information to learn effectively.

Combining standard reinforcement learning with IDRRL
led the agent to converge faster with the same converged per-
formance (Figure 3). DRRL converged slightly faster than
IDRRL, but IDRRL benefits by eventually learning in the
entire state space. This means IDRRL does not lose any state
information to speed up learning. Moreover, it does not re-
quire the algorithm designer to know beforehand which is
the best hyperplane to learn in.

Since IDRRL represents the state space in low-
dimensional and sparse hyperplanes, it converges very
quickly. With each additional dimension, it starts with a
richer state space and the experience gained from all pre-
vious dimensions. By episode 1,000, IDRRL bootstrapped

learning in the full dimensional space, and was near an op-
timal solution. This results in much faster convergence than
learning entirely in the full dimensional space (Figure 3).

Figure 3: We compare Q-Learning to Q-Learning when
combined with IDRRL with demonstrations of varying qual-
ity. IDRRL converged at the same speed to the optimal so-
lution when given good, bad or random demonstrations. In
Mountain Car 3D IDRRL is robust to suboptimal demon-
strations.

To analyze the robustness of the approach, we varied the
quality of demonstration data as well as the amount. Fig-
ure 3 shows the relationship between demonstration quality
and performance. There is no significant difference between
good, bad, and random demonstrations. This is due to the
equal weighing of all state variables by PCA.

To test the robustness of IDRRL we also varied the
amount of demonstration data. For this analysis, we used
random demonstrations and varied the amount of demon-
stration data used between 1,000 and 25,000 demonstra-
tion states. We only test with random demonstrations, since
demonstration quality was not a factor in performance for
Mountain Car 3D. None of the random demonstrations
reached the goal state, and each demonstration trajectory
was approximately 2,000 samples. The experiment with
1,000 demonstration points converged slightly slower, and
there were no significant difference between 10,000 and
25,000 states.

Figure 4: In Mountain Car 3D, there is no significant dif-
ference in the performance of IDRRL when using 10,000 or
25,000 demonstration states.



IDRRL scales well with the size of the state space. We
modified Mountain Car 3D to add an additional fourth di-
mension. Mountain Car 4D has 6 continuous states and 7
actions. There are position and velocity states and accel-
eration/deceleration actions for each of the x, y and z di-
mensions. The trends seen previously in Mountain Car 3D
are emphasized with additional states (Figure 5). By using
IDRRL, the agent converges much faster to a good solution.

Figure 5: In Mountain Car 4D, Q-Learning with IDRRL
scales well with the size of the state space.

5.2 Swimmers
In our formulation of Swimmers we used 32 tiles and a 10n

tiling, where n is the number of state variables. There are 6
state variables and 9 actions in the 3-link swimmer and 12
state variables and 243 actions per state in the 6-link swim-
mer. Similar to our Mountain Car experiments, we gather
demonstrations by learning in the domain with Q-Learning
and collecting demonstrations. These demonstrations repre-
sent the best policies found with Q-Learning. In swimmers,
the performance is measured by how far the swimmer has
moved to the right (∆x). In the 3-link swimmer problem,
the best policy performed well, but in the 6-link problem the
policies were highly suboptimal due to the large state and
action space.

The Swimmers Domain is a more complex system than
Mountain Car. It includes complex physics with a large state
and action space. This is where IDRRL can greatly increase
learning performance when added to an existing algorithm.
When adding IDRRL to Q-Learning, the new learning al-
gorithm can learn a controller for a 3-link Swimmer faster
(Figure 6).

IDRRL scales effectively to a state space of 12 dimen-
sions with 243 possible actions at each state (Figure 7). By
initially projecting the state space onto a hyperplane, IDRRL
samples many of the actions in a smaller space. It then gen-
eralizes what was learned in the low-dimensional space to
the higher-dimensions. This generalization causes IDRRL
to scale well with the size of both the state and action space.

6 Conclusion and Future Work
The DRRL and IDRRL frameworks improve the perfor-
mance of an existing algorithm by combining the speed
of low-dimensional learning and the expressiveness of the

Figure 6: Swimmers is a high-dimensional problem with
many state dimensions. Q-Learning with IDRRL converges
faster than standard Q-Learning when learning a control pol-
icy for a 3-link swimmer with 6 state dimensions and 9 ac-
tions.

Figure 7: A 6-link swimmer is difficult to control due to
an extremely large state and action space. Q-Learning with
IDRRL learns a swimmers control policy quickly in 12 state
dimensions and 243 actions per state.

full state space. By projecting the state space onto a low-
dimensional hyperplane, our methods are able to repre-
sent a complex state with only a few state variables. Then,
by incrementally transferring the knowledge from low-
dimensional spaces into higher-dimensional ones, IDRRL
learns good policies faster than the reinforcement learning
algorithm alone.

In future work we would like to analyze task demonstra-
tions for learning. We hypothesize that by using IDRRL, the
robot will learn efficiently and be robust to demonstration
quality, a classic issue in learning from demonstration liter-
ature (Argall et al. 2009). Therefore, we would like to test
this approach on a robot platform. We also want to give the
robot agent additional state information and see if it can effi-
ciently leverage the new states and learn an effective policy.
However, as it stands, too many iterations are needed to be
practical on robots. This is a function of the reinforcement
learning algorithm known. In future work, we will use R-
Max (Jong and Stone 2007) to greatly speed up learning. By
combining R-MAX with our IDRRL approach, we believe
we can greatly improve performance in robot applications.
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